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Abstract. The cornerstone of retail banking risk management is the
estimation of the expected losses when granting a loan to the borrower.
The expected losses are determined by three parameters. The �rst is the
probability of default (PD) of the borrower. The methods of PD estima-
tion were studied in detail by previous authors, and the most common
method is credit scorecard development. The second parameter is expo-
sure at default (EAD). Except for revolving loans, it is known in advance,
it is the current balance (principal amount plus accrued interests) of the
loan. Finally, there is a third parameter that de�nes the expected losses.
This is the so-called loss given default (LGD) which is in e�ect the share
of EAD, which is irretrievably lost in the event of default. This paper
discusses several econometric techniques which allow one to obtain esti-
mates of the LGD parameter.

Keywords: LGD, survival analysis, Kaplan-Meier estimator, Cox re-
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1 Introduction

Banks and �nancial institutions are taking credit risks in order to make
pro�t. Despite the rigorous risk management strategies banks face considerable
portion of defaulting borrowers. When the arrears occur it is necessary to carry
out activities aimed to recover the signi�cant part of the defaulted loan.

In order to build a system of e�ective bad debt collection banks have to
discriminate among the debtors and detect the groups of those who tend to
return the bigger part of the overdue amount and those who will likely give
no repay at all. The problem of �nding such groups is reduced to identi�cation
of signi�cant factors in�uencing recoveries. Having determined which kind of
borrowers pose the greatest risk of no recovery, and (what is more di�cult)
having obtained quantitative estimates of this risk, banking analysts are able to
advise on the collection department resources allocation. If expected recovery
rate is too low then bad debts can be sold to third parties. The problem is
particularly relevant at the stage of the so-called late recovery (hard collection),
when the bank is not limited to auto-dialing systems and instant messaging, but
is forced to assign call-centers sta� for direct communication with customers,
employees for personal contact with the client. In addition, the bank always



faces a dilemma: to continue the collection process internally or to give it to out-
sourcing. If the bank assesses the likelihood of repayment of arrears for some
pool of customers as relatively high, then it is reasonable not to conclude agency
agreements with collectors, because the commission for services of debt collection
can reach more than 30%. The research of overdue debts can be carried out in
two directions: 1) assess the likelihood of the transition from delinquent state
to healthy state, 2) evaluate the expected amount of income as a percentage of
arrears (recovery rate).

2 Methods discussion

Traditional and, apparently, the most common way to solve the �rst problem
is to build a scorecard (collection scoring). Like in the case of PD estimation
(applicaton, behavioral scoring) the scorecard assesses the likelihood of loan full
repayment. The only di�erence here is target variable de�nition. The techniques
remain the same: those are relevant variables selection, variables transformation
(e.g. WOE transformation) maximizing the speci�ed criteria, and, �nally, binary
logit model calibration. Two important and signi�cant limitations of the method
should be mentioned. First, in order to build and validate the model there must
be the evidence that an event has occurred or not (in this case, the return from
the delinquent status). Therefore analyst must have a dataset containing a sam-
ple of closed loans (full repayment took place) and a sample of written-o� loans
(loan did not return to a healthy state). Meanwhile the active loans with current
delinquent status fall out of the sample, since the event of recovery (as well as
no-recovery) are not yet determined. This case is highly undesirable, as soon
as excluded observations also carry information. Such situation applies to the
known problem of right-censored data. In other words, the logit model is not de-
signed to work with censored data. This limitation is less painful for large banks,
because the history of the portfolio has more than enough observations. But for
small and medium-sized banks which �nd themselves in process of growing its
loan portfolio, when the maximum age of the loans reaches only 12-18 months,
reduction in the sample size is impossible. Processing the censored data in this
case is an inevitable necessity.

Second, collection-scoring answers the question, how likely this loan is going
to return from the state of delinquency. However it does not aim to answer when
it is going to recover. Therefore, time aspect remains out of focus. Indeed, scoring
can answer the question, whether there will be a return within a speci�ed period
of time (usually 12 months), but at what point the transition takes place is
unknown. So, collection-scoring does not assess the density distribution function
of the moments of recoveries. In this paper, we use survival models (or time-
to-event models) as a tool to analyze the repayment of arrears. This branch
of statistics was developed in the second half of the XX century. The milestone
works are the work of Edward Kaplan and Paul Meier (1958, [1]), Weibull Vallodi
(1961, [2]), and David Cox (1972, [3]). Survival analysis is used primarily in the
medical and sociological research. For example, one can verify the e�ect of certain



therapy when patients are divided into those who receive treatment and those
who receive placebo. In sociology this tool is used to investigate what factors
in�uence the duration of staying unemployed. The duration of life is understood
as time spent in the unemployed state, and "death" is de�ned as getting the job
([4]). However, in credit risk management survival analysis techniques are also
applicable. First of all, this is alternative way to estimate PD, when the lifetime
is treated as duration of a loan without overdue (or without overdue more than
X days), while the "death" refers to falling into default (Lyn C. Thomas et al
[6]). We can �nd other applications of survival analysis that are not connected
with credit insolvency. In Stepanova et al [9] they consider the fact of the loan
early repayment. This phenomena is less painful for banks in comparision with
default but still not desirable. Our approach is close to Jiri Witzany et al [10].
However, we do not equate the LGD parameter with the survival function of
the loan. We would rather consider survival function as a way to assess the
proportion of the defaulted loans which are not fully recovered up to the point
in time. LGD modeling is also used within small and medium enterprise (SME)
segment. The relevant work is Sudheer Chava et al [11] where LGD is estimated
using survival analysis techniques. In contrast, we focus on retail segment loans,
and the set of predictive variables is primarily socio-demographic characteristics
of the borrower.

3 Concepts of survival analysis models

Suppose we have a sample of n objects, each is de�ned as a random variable,
i.e. lifespan: T1, T2, ..., Tn. The object is called right-censored, if its real lifespan
is yet not known. For example, the object has been living for 2 years, and the
researcher does not know how long it will live more. So, the observed lifespan is
less of equal to the real lifespan. Thus, due to the right censoring, the researcher
does not observe real lifespans T1, T2, ..., Tn, instead he observes the minimum
of the real life and observed (Xi, Di), i = 1, 2, ..., n:

Xi = min(Ti, Ci) (1)

where Ci is a real lifespan

Di =
{
0 the subject is censored, i.e. Ci < Ti
1 otherwise

(2)

But we are interested in characteristics of the initial series distribution.
Namely, f(t) is a lifetime density function, F (t) is a lifetime distribution func-
tion, S(t) = 1 − F (t) is a survival function, h(t) is a hazard function. Survival
function answers the question about the probability of lifetime greater than t.
i.e.:

S(t) = Pr(T ≥ t) (3)

Hazard function (force of mortality, or the failure rate in engineering) is by
de�nition:



h(t) = lim
dt→0

Pr(t ≤ T < t+ dt|T ≥ t)
dt

(4)

where T is duration of life, in our case, this is time spent in the delinquency
state. It is assumed that the fact of censoring does not depend on the lifetime
and performance of any subject. This is a realistic assumption, since censored
subjects are in the banking collection are active loans. Under this assumption
one can show how lifetime functions are related:

h(t) =
f(t)

S(t)
(5)

In its turn, the survival function can be expressed in terms of the hazard
function:

S(t) = exp
−
∫ t

0
h(s)ds

(6)

Survival analysis models are aimed to obtain estimates of the last two func-
tions.

4 Description of data and analysis

In our case, the object of the study is the delinquency higher than 30 days.
The loan is considered to be in a state of delinquency until the borrower repays
a) the overdue principal amount, b) overdue interests, c) penalty for each day
of delay in installments. Under the lifetime of the subject we mean duration
of the delinquent status. Under the "death" of the subject we will understand
full recovery, i.e. loan returning from delinquent to healthy status. It is still a
question about the interdependency between consequent delinquencies within
a single loan. For example, it is possible that if the loan falls into arrears for
the third time, then it is highly unlikely to get any recovery. In this paper, this
dependence is not modeled. Thus, if the loan had several cases of delinquency,
their durations were considered to be independent random variables. In this
paper we consider the auto-loan portfolio of one of the top-20 Russian banks. The
loans were issued within 2010-2012 years. Due to the non-disclosure agreement
the details are con�dential. The sample consists of 1370 cases of delinquency.
So, written-o�, closed and still active loans are all presented within the dataset.
If the delinquent loan is active then the observation is right-censored. Analysis
of repayment of arrears was conducted within the software package STATA1.
Despite the SAS high prevalence in the banking sector, the choice was made
in favor of the package STATA due to availability of datamarts (no need to
manipulate the data), as well as easier syntax of the STATA package2.

1 Seminar on time-to-event analysis is available at http://www.ats.ucla.edu/stat/
stata/seminars/stata_survival/

2 The similar seminar but within SAS framework can be found at http://www.ats.
ucla.edu/stat/sas/seminars/sas_survival/



The variables that were signi�cantly a�ecting the repayment of arrears, are
given in the appendix [Table 2].

The �rst thing to do before going on to multivariate regressions is to check
the relationship between the delinquency duration and variables separately. Non-
parametric survival function estimation (Kaplan-Meier estimator) suits well for
this task. The evaluation does not require any assumptions about the distribu-
tion function of the delinquency duration. The estimator assesses the probability
that the duration of the installment delay exceeds t days:

Ŝ(t) =
∏
ti≤t

ni − di
ni

(7)

where ti is a moment in time at which the full recoveries were observed, ni
- number of loans, which preserve the delinquent status at time ti less censored
observations at this point, and di - the number of loans, returned into a healthy
state at time ti. Kaplan-Meier estimates can be constructed within di�erent
groups, by maturity, loan amount, and other characteristics of the borrower.
Survival functions graphs can be found in appendix [Fig. 2 � 4]:

Long �at tail of survival function shows that after being one year in the
state of delinquency the probability of returning to a healthy state is almost
zero. Further, note that the probability of exit from the delinquency state is 5-6
percent lower for men than for women. The same e�ect is observed for unmarried
versus married borrowers. Parallelism of survival curves show the proportionality
of risk that allows one to build multiple regression model in which the e�ects will
be evaluated simultaneously. For this we use the semiparametric Cox model. Cox
regression estimates the hazard function, suggesting that it depends on factors
as follows:

h(t|X) = h0(t) exp
Xβ (8)

where h0(t) is an arbitrary function (baseline hazard), X are factors and β is
the vector of coe�cients. The model is semi-parametric, since there is a function
that is not a priori given, but on the other hand still there are parameters to be
estimated. After evaluation of the extended model some insigni�cant variables
were excluded, and eventually the model took the following form:



Fig. 1. Cox regression model output in STATA

The coe�cients in column Haz.Ratio show how many times the hazard func-
tion will increase when the regressor in its turn increases by one. Since many
variables (such as education, type of loan, sex) are discrete, the coe�cients in-
dicate how the hazard functions di�er between the groups. So, if the loan is of
the third type, at any point in time "risk" of exiting the delinquency state is
up to 2.53 times higher compared to the �rst type of loan. If the borrower has
more than one child, the "risk" to leave the state of delinquency increases in 1.14
times. The di�erence between the borrower with higher education and complete
secondary is 1.3 times. Alternative way of lifetime estimation is presented by the
parametric methods. The most popular is the use of the lognormal distribution
function, as well as the Weibull distribution. Parameters distributions are esti-
mated within likelihood maximization method. For brevity, we give a report on
a model constructed for the lognormal distribution:

The distribution of the delinquency duration is de�ned as follows:

lnT ∼ N(Xβ, σ) (9)

Coe�cient sign shows the direction of delinquency duration change, due to
the change in corresponding factor per unit. Coe�cients themselves can be used
to construct the probability of loan remaining in delinquency state in the next
predetermined time interval:



Pr(T > t0 + δt|T > t0) =
N(Xβσ −

1
σ ln t0 + δt)

N(Xβσ −
1
σ ln t0)

(10)

t0 is time (in days) since loan has fallen into delinquency. Using this formula,
for instance, one can calculate the probability of remaining in a delinquent state
within the next 30 days for speci�c borrowers.

5 Recovery rate estimation

To solve the second problem, set at the beginning of the work, namely recov-
ery rate estimation, we will use the beta-regression (Silvia et al. [6]). However,
there is a su�cient restriction of the beta regression: censored data cannot be
processed. The density function of the random variable having a beta distribu-
tion is de�ned as follows:

f(z, β, γ) =
Γ (β + γ)

Γ (β) + Γ (γ)
zβ−1(1− z)γ−1 (11)

And in case of regressors:

f(z, β, γ,X) =
Γ (Xβ +Xγ)

Γ (Xβ) + Γ (Xγ)
zXβ−1(1− z)Xγ−1 (12)

In this formua β and γ are now coe�cient vectors. The distribution is used in the
analysis of a continuous variable strictly limited by 0 and 1. Since the problem
of estimating the probability of full recovery from delinquent to healthy state
was considered in the �rst part, we will focus on those loans, which showed only
partial recovery. Its distribution is bimodal around zero and unity: that means
that in most cases the debtor either completely pays back, or nothing at all.



Table 1. Beta regression output in STATA

beta�t rr, alphavar(perc_sum credit_period) betavar(age credit_period type1)

Iteration 0: log likelihood = 111.88367

Iteration 1: log likelihood = 159.03024

Iteration 2: log likelihood = 175.59134

Iteration 3: log likelihood = 177.08649

Iteration 4: log likelihood = 177.1083

Iteration 5: log likelihood = 177.10831

ML �t of beta (alpha,beta) Number of obs = 531

Wald chi2(2) = 19.38

Log likelihood = 177.10831 Prob >chi2 = 0.0001

rr Coef. Std. Err. z P>|z| [95% Conf. Interval]

alpha

perc_sum .4156041 .131536 3.16 0.002 .1577983 .6734098

credit_period -.0122402 .0028874 -4.24 0.000 -.0178994 -.006581

_cons 1.013151 .1503694 6.74 0.000 .7184326 1.30787

beta

age -.018639 .0062506 -2.98 0.003 -.0308899 -.0063881

perc_sum .9988718 .2704875 3.69 0.000 .468726 1.529018

credit_period .0120325 .0054593 2.20 0.028 .0013324 .0227326

type1 -.0161823 .1245794 -0.13 0.897 -.2603534 .2279889

_cons .9595355 .3603647 2.66 0.008 .2532337 1.665837

The report shows that in our sample, there are 531 observations with recovery
rate strictly within the limits of zero and one. If full and zero recovery cases are
added then the sample makes a total of 900 observations. It is less than 1370
delinquency cases in the original sample because beta regression does not handle
censored data. When estimating the parameters of these observations have to be
ruled out. Only signi�cant variables were left in the regression model. Coe�cients
are used to build up the distribution of recovery rate (rr), conditional on the
characteristics of the loan:

Pr(rr ≤ z|X) =

∫ z

0

f(s, β̂, γ̂,X)ds (13)

From this the expected recovery rate for the loan can be determined as:

E(rr|X) =

∫ 1

0

sf(s, β̂, γ̂,X)ds =
Xβ̂

X(β̂ + γ̂)
(14)

For example, one can analyze the di�erences in the context of the loan types.
Indeed the �rst type loans pose a greater risk of low recovery, rather than the
third [Table 3]:



6 Conclusion

We provided the analysis of bad debts in terms of the temporal structure of
recoveries. The probabilities of full repayment can be assessed within di�erent
groups of borrowers with the help of non-parametric methods such as Kaplan-
Meier estimators. They not only help to avoid any assumptions about the density
functions but also visualize the result in a comprehensive way. More detailed
interconnections between repayments and borrowers characteristics are revealed
by Cox proportional hazards model. Finally, the loans which showed only partial
recovery were analyzed with beta regression. The described techniques allow one
to discriminate bad debtors into groups with high versus low recovery rates. This
provides the instrument for e�cient debt collection process, when bank focuses
primarily on the defaulted borrowers who are likely to pay back. Meanwhile,
the portfolio of bad loans with low expected recovery rate can be sold to third
parties and collection agencies. In our further research we would like to analyze
factors that determine recoveries using concept-based learning [7].
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Appendix

Table 2. Variables in�uencing the recovery rate

Variable Block Description Possible
values

Transcript

Age

Borrower

Age N In full years

sex_enc
Sex 1 Male

0 Female

marital_status_enc
Marital Sta-
tus

1 Single / Married

0 Other

education_enc

Education 1 (B) Complete secondary
education

2 (C) Incomplete higher
3 (D) Higher
4 (E) Two or more higher
5 (F) Academic degree

num_depend Number of de-
pendents

N

is_estate_enc
Availability
of real estate
owned

1 Yes

0 No

company_type_enc
The employer

Type of com-
pany

0 Without state partic-
ipation

1 With public partici-
pation

company_age Age of N
company_count_sta� Number of

employees
N

credit_sum

Loan

Amount of
credit

N In the rub.

credit_period Term N In months.
perc_sum Principal debt

/ original loan
amount

0 to 1

Type
Speci�c loan
classi�cation
adopted in
the bank

1 Not associated with
the loan price param-
eters

2
3



Table 3. Di�erences in recovery rate between two types of loan

Client X Client Y

age 25 25

credit_period 24 24

perc_sum 20% 20%

Type 1 3

Expected rr 22.6% 44.4%

Fig. 2. Survival function within groups by education



Fig. 3. Survival function within groups by sex

Fig. 4. Survival function within groups by loan amount


